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DIAGNOSIS AND COMMUNICATION IN DISTRIBUTEDSYSTEMSRaja Sengupta�California PATH, University of California at Berkeley1357 S. 46th Street,# 452, Richmond, CA 94804raja@path.berkeley.eduKeywords: diagnosis, discrete event systems, distributed systems, protocolsJuly 26, 1998AbstractThis paper discusses diagnosis problems in distributedsystems within the context of a language-theoretic dis-crete event formalism. A distributed system is seen as asystem with multiple spatially separated sites with eachsite having a diagnoser that observes some of the eventsgenerated by the system and diagnoses the faults asso-ciated with the site. We allow the diagnosers to shareinformation by sending messages to each other. The ex-istence and synthesis of diagnosers is investigated. Theformulation and results are motivated by the diagnosisof failures in a wireless LAN.1 IntroductionWe are interested in understanding the design of diag-nostics for distributed systems. This theoretical workis motivated by our experience with the design of dis-tributed diagnostics for coordinating vehicle systems[5, 10] and wireless local area networks [3, 6]. Thesesystems are comprised of spatially separated sites (e.g.,vehicles or radios) of semi-autonomous activity. Sincethese systems operate under distributed control, it isdesirable that each site be able to diagnose (detect andisolate) its own failures. In general, we �nd that a siterequires information from other sites to isolate someof its failures. This sharing of information is realizedthrough protocols executed over a communication net-work. We seek insight into the role of communicationin diagnostic design for distributed systems.The relevant literature is as follows. Faultdetection in distributed discrete event systems has beeninvestigated in the context of Petri Net models with ap-plications to telecommunication networks in [2] and [1].Similar problems have been studied in the context oftemplate languages for fault monitoring in [9]. Within�Research supported in part by O�ce of Naval Research grant442427-25828 and CALTRANS PATH MOU 331.

the context of automata and language-theoretic models,centralized diagnostic design for discrete event systemswas investigated in [12, 13]. The results presented inthis paper are also in the context of a language-theoreticdiscrete event formalism and generalize some of the re-sults in [12].The system for which diagnostics is to bedesigned is called the plant. Diagnostic design for adistributed plant entails the design of several communi-cating diagnostic processes (hereafter diagnosers). Eachdiagnoser observes some of the events generated by theplant. Failure events are assumed to be unobservableto all the diagnosers. Each diagnoser tracks the plantby observing some subsequence of the event sequenceexecuted by the plant, communicates with other diag-nosers through the generation and reception of messageevents, infers the normal or failed status of the systemusings its observations and communications, isolates theparticular failures, if any, that have occurred, and gen-erates failure messages reporting the isolated failures tothe controllers. Figure 1 shows this architecture. Thediagnosers (e.g., D1; D2; D3 in �gure 1) are assumedto communicate over a communication system distinctfrom the plant. A distributed plant for which there ex-ist diagnosers that are able to diagnose the failures atthe respective sites, is said to be a diagnosable system.This paper formalizes the distinction between diagnos-able and non-diagnosable systems.We shall concern ourselves with three kindsof diagnosability, i.e., a distributed system may be inde-pendently diagnosable,decentrally diagnosable, and cen-trally diagnosable. We think of a distributed system asbeing independently diagnosable if for every site, thefailures of interest to the site can be diagnosed usinglocal information alone, i.e., without information fromother sites. A distributed system is decentrally diag-nosable if there exists an inter-diagnoser communicationscheme providing remote information that together withlocal observation will provide each site with enough in-formation to diagnose the failures of interest. Finally,
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we think of a distributed system as being centrally diag-nosable if all the failures at all sites can be diagnosed bya central observer observing instantaneously any eventobserved at any site. Our intution suggests that idepen-dently diagnosable systems should be decentrally diag-nosable and decentrally diagnosable systems should becentrally diagnosable. However, the converse may notbe true. We seek to understand when centrally diag-nosable systems fail to be decentrally diagnosable, i.e.,why no inter-diagnoser messaging scheme exists evenwhen the global observation structure is rich enough tosupport diagnosis.The plant is formalized as a discrete eventsystem that in general concurrently, spontaneously andasynchronously executes multiple processes. However,the representation of concurrency is restricted to aninterleaved semantics. The behavior of a single pro-cess is an event sequence. The behavior of a collec-tion of processes is also an event sequence. Accord-ingly, the set of possible behaviors of the plant is alanguage Lp � ��p; where �p is a �nite alphabet. Weassume the diagnosers have no control capabilities withrespect to the plant. For example, in the language ofsupervisory control ([11]), all plant events appear un-controllable to the diagnosers. The diagnosers may notforce, disable or delay the execution of plant events.Diagnosers communicate by synchronizing on messageevents. We think of these messages as being sent over afaultless communication system distinct from the plant.Therefore the generation of message and plant events iscompletely asynchronous. No assumptions are made tobound delays in the inter-diagnoser communication sys-tem. Therefore in the interleaved semantics, arbitrarilymany plant events may preceed or succeed a diagnosermessage event.The structure of the paper is as follows. Sec-tion 2 formulates the problem mathematically. Section3 presents a motivating example. Section 4 presentsresults characterising diagnosable and non-diagnosablesystems. Section 5 summarizes the results of the paper.2 Problem FormulationIn this section we de�ne the entities in �gure 1, and thethree kinds of diagnosability.As stated in the introduction, the plant ismodeled as a language Lp that lies in the kleene closure�p�; of a �nite alphabet �p:A = f1; : : : ; jAjg is an indexset of sites, jAj is the cardinality of the set A and thenumber of sites, �poi � �p; is the set of plant eventsobserved at site i; and �fi � �p; is the set of plantfailure events that should be diagnosed by site i: Let[i=jAji=1 �poi = �po and [i=jAji=1 �fi = �f be respectivelythe set of all observable and failure events in the plantIt is assumed that �f [�po = ;;

i.e., all failures are unobservable to all sites. We assumethat Lp is pre�x-closed and live. �puo = �p � �po;denotes the set of unobservable plant events.The task of each diagnoser is to process ob-servations and generate failure messages that isolate thefailures that have occurred for the bene�t of fault man-agement control. Let �mfi denote the set of failuremessages generated by site i and �mf = [i=jAji=1 �mfi bethe set of all failure messages. Without loss of generalitywe pick �mf to be any set of symbols, disjoint from allthe other alphabets, that can be put in one-to-one cor-repondence with �f : Let � : �f ! �mf be a bijection.Then �[�fi] = �mfi:We let �mi denote the set of inter-diagnosercommunication messages generated by site i: It is as-sumed that the �mi are pairwise disjoing and �m =]i=jAji=1 �mi; is disjoint from �p amd �mf : The alphabet� = �p ] �m ] �mf ; is the set of all events generatedby the plant and the diagnosers.The triple (Lp; f�poigi2A; f�figi2A) speci-�es the plant, the decentralized observation structure,and the failures to be diagnosed by each diagnoser.Since the concurrent operation of the plant and diag-nosers is represented in an interleaved semantics, theircombined behavior is an event trace in ��: Let L � ��denote the set of all possible interleaved behaviors of theplant and diagnosers. Thus L speci�es a design, i.e., thegeneration of inter-diagnoser communication messages,and the generation of failuremessages by the diagnosers.We will refer to L as the designed language. Our ob-jective is to design L and the associated f�migi2A sothat the diagnosers will generate failure messages whenfailures have occurred and not generate such messageswhen failures have not occurred.2.1 Admissible DesignsWe require that diagnosers not force, disable, or delaythe generation of plant events. We will also requirethat designs be causal, i.e., the messages generated bya diagnoser should be a function of its observations andcommunications. Designs having these properties aresaid to be admissible and formalized as follows. Let PAdenotes the projection of a trace in �� onto A�; for analphabet A � �:De�nition 1 L is an admissible design i�1. L is pre�x-closed.2. L is plant consistent, i.e., Lp � L;P�p(L) =Lp; (8w 2 L;P�p(w)� 2 Lp ) w� 2 L):3. L is causal, i.e., 8i 2 A; � 2 �mfi[�mi; u; v 2 L;(u� 2 L) ^ (P�oi(u) = P�oi(v)) ) v� 2 L:The plant consistency assumption says thatthe diagnosers cannot force, disable, or delay the be-havior of the plant. The causality condition says that
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the messaging scheme designed for a diagnoser must bea function of the observations of the diagnoser. Thefollowing is an example of a noncausal design.Example: There is only one agent. The �rst FSMin �gure 2 is the plant model. There are two un-observable events, �puo = ff1; f2g: Both are failureevents. All other events are observable. We pick�mf = fmf1;mf2g: The second FSM models a de-sign (L): L is correct but noncausal since for two di�er-ent plant behaviors, generating the same observation, itgenerates two di�erent message sequences.2.2 Correct DesignsIt is desirable to design diagnosers that generate failuremessages when there are failures in the plant and do notgenerate failure messages when there are no failures inthe plant. These ideas are formalized as follows. It isassumed in the following that L is admissible.De�nition 2 L is i-detecting i� for all �fi 2 �fi;there exists ni such that for all u; v 2 ��; u�fiv 2L; jP�p(v)j � ni; �mfi 2 u�fiv or there exists t 2(�m [�mf )� such that u�fivt�mfi 2 L:The de�nition says that for all failures and for all waysin which that failures might occur, the design is suchthat it will generate a failure message within �nitelymany plant events following the failure, though it maywait to receive �nitely many messages caused by theplant behavior before generating the failure message.De�nition 3 L is i-false alarm free i� for all u�mfi 2L; �fi 2 u:The de�nition says that the design is such that everygeneration of a fault message by a diagnoser is pre-ceeded by the occurrence of the corresponding fault inthe plant.De�nition 4 L is ai-correct i� L is i-detecting and i-false alarm free.It is desirable that all diagnosers be correct.In our experience, a diagnostic design is generally cor-rect under assumptions restricting the failures that canoccur in the plant. Nevertheless it is important to un-derstand the existence and computation of such solu-tions. Note the similarities to the Neymann-Pearson problem [8]. This problem is deterministic.Therefore unlike the Neymann-Pearson problem lan-guages with type one or type two errors cannot be com-pared in terms of false alarm and misdetection probabil-ities. Nevertheless in practise detecting languages withfalse alarms are a useful concept.

Like the Neyman-Pearson problem the fol-lowing are true. A detecting language exists for everyLp; i.e., choose,L = fu : u 2 Lp; or u = v�1 : : : �k; v 2 Lpg;�mfi = f�1; : : :�kg: Similarly, a false alarm free L al-ways exists, i.e.,choose L = Lp:2.3 DiagnosabilityWe next formalize independent diagnosability, decen-tralized diagnosability and centralized diagnosability.We begin with the de�nition of decentralized diagnos-ability since it is the most complex.De�nition 5 The triple (Lp; f�poigi2A; f�figi2A) isdecentrally diagnosable i� there exists f�migi2A andL � �� such that L is i�correct for all i 2 A:Thus a plant is decentrally diagnosable i�there exists some message set and associated design inwhich each site can correctly generate the failure mes-sages of interest after waiting for �nitely many plantevents and �nitely many inter-diagnoser message eventscaused by the �nitely many plant events.De�nition 6 The triple (Lp; f�poigi2A; f�figi2A) isindependently diagnosable i� for �mi = ; for all i 2 Athere exists L � �� such that L is i�correct for alli 2 A: Thus a plant is indenpendently diagnosableif it is decentrally diagnosable with an empty inter-diagnoser communication message set, i.e., withoutinter-diagnoser communication.De�nition 7 The triple (Lp; f�poigi2A; f�figi2A) iscentrally diagnosable i� the corresponding single sitetriple (Lp;�po;�f ) is decentrally diagnosable, i.e., thereexists L with �m = ; such that L is 1�correct.Thus a plant is centrally diagnosable i� acentral diagnoser that observes every event observed byevery site instantaneously, i.e., it observes the exact or-dering of the observations of di�erent sites, can diagnoseall the failures of interest to all the sites.It is immediate from de�nitions 6 and 5 thatindependent diagnosability implies decentralized diag-nosability. The fact that decentralized diagnosabilityimplies centralized diagnosability is also almost imme-diate from the de�nitions. It may be argued as follows.Let (Lp; f�poigi2A; f�figi2A) be decentrally diagnos-able and L; f�migi2A be the corresponding design. Let�0 = �p [ �mf : Then P�0(L) is 1 � correct for thetriple (Lp;�po;�f ): In other words the centralized di-agnostic design is obtained by simply deleting all theinter-diagnoser messaging events. The messaging is re-dundant because all the plant events causing the mes-sages were centrally observed anyway.
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3 Motivating ExampleThis section discusses an automated vehicle platoonwireless LAN diagnostic problem [3] that motivates ourformulation of the diagnosis problem for distributed sys-tems. The concept of automated vehicle platoonson intelligent highways has been a subject of aclantiveresearch for several years. The following linear controllaw [14] has been extensively used for platoon followercontrol,ui = (1�ka)�xl+ka�xi�1+kv( _xi�1� _xi)+kp(xi�1�xi�L)+cv( _xl � _xi) + cp(xl � xi � iL);where ka; kv; kp; cv; cp are control gains, xl is the po-sition of the lead vehicle in an inertial reference frame,and xi is the position of the i�th platoon follower in thesame reference frame. Observe that the commanded ac-celeration of a platoon follower vehicle is a function ofvariables that cannot be sensed, such as the accelera-tion and velocity of the lead vehicle. Therefore platoonoperation is supported by a wireless LAN [4],[7] thattransmits information from one vehicle to the other atthe sampling rate (typically 20ms) of the longitudinalcontrol system. We are interested in the problem ofdesigning diagnostics for the wireless LAN.The physical structure of the platoon LANcorresponds closely with the distributed system diag-nostic architecture in �gure 1. Each vehicle in the pla-toon constitutes a site. It has radios that can transmitand receive. Each vehicle needs to have a diagnoserthat can diagnose faults in its radios. The site diag-noser observes only the messages received by its radio.We shall see that the LAN radio network is centrallydiagnosable but not independently diagnosable. A cen-tral diagnoser is di�cult to realize and undesirable ina distributed system that is required to be highly faulttolerant. Therefore a decentralized diagnoser design isrequired and the vehicle diagnosers must exchange infor-mation for the purpose of diagnosis. We are motivatedto understand if for a system with a global observationstructure rich enough to support centralized diagnosisthere always exists an inter-diagnoser messaging schemethat can replicate some of the information utilized toobtain central diagnosability, i.e., are centrally diagnos-able systems decentrally diagnosable ? We explain theintution behind our approach to this question in thecontext of the LAN example. Section 4 provides a moreformal answer to this question.We use a simpli�ed model of the LAN oper-ation that captures the features essential for diagnosticdesign. For the full model and design see [3]. Using thismodel, we show that the LAN diagnosis problem can besolved if the diagnosers can exchange information overa network distinct from the LAN itself. Fortunatelythe vehicles are also connected to a WAN that can beused for occaisional messaging. It should be noted thatthere is no dedicated WAN bandwidth for a vehicle and

therefore there are no deterministic bounds on the WANcommunication delays.sync trans. of synchronization pulse by leadf1:r:s recep. of synchronization by �rst followerf2:r:s recep. of synchronization by second followert expiration of the time slotl:m trans. of the lead vehicle control messagef1:r:l recep. of lead vehicle message by �rstf2:r:l recep. of lead vehicle message by secondf1:m trans. of control message by �rst followerl:r:f1 recep. of �rst follower message by leadf2:r:f1 recep. of �rst follower message by secondf2:m trans. of control message by second followerl:r:f2 recep. of second follower message by leadf1:r:f2 recep. of second follower message by �rstTable 1: LAN Model EventsThe operation of the LAN network for athree vehicle platoon is shown by the �nite state ma-chine (FSM) in �gure 3. The meanings of the eventlabels are explained by table 1. The vehicles share theLAN through a TDMA scheme [4, 7]. The longitudinalcontrol sampling interval is divided into slots of �xedduration with one slot being allocated to each vehiclein the platoon. At the beginning of the sampling inter-val the lead vehicle transmits a synchronizing pulse towhich all the platoon vehicles set their clocks. The �rstslot is then used by the lead vehicle to transmit con-trol information, the second is used by the �rst followervehicle of the platoon, and so on until the last vehi-cle transmits, after which the lead vehicle synchronizesclocks again. Therefore under normal conditions theLAN has a time-driven operation with vehicles consec-utively transmitting on the shared LAN channel. Sinceall transmissions occur on a shared channel we assumethat in the abcense of faults every transmission by avehicle is received by every other vehicle.We will illustrate the diagnosis of faults inthe lead and �rst follower vehicles. The diagnosis prob-lem for subsequent followers is similar to that of the�rst follower. It is assumed that each radio can have atransmitter or receiver fault. The former implies thatit is unable to transmit and the latter that it is unableto receive. Therefore we are concerned with diagnosisof the four fault events in table 2.ltf lead vehicle transmitter faultlrf lead vehicle receiver faultf1tf �rst follower transmitter faultf1rf �rst follower receiver faultTable 2: LAN Failure EventsA vehicle that does not receive the synchro-nising pulse does not transmit since it may collide withthe others if it does so. The lead vehicle transmits evenif it does not receive anything because it controls thesynchronisation. Once again for simplicity, it is assumedhere that the faults occur only at the beginning of the
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sampling interval and only single failures are considered.If multiple failures, occur they will be diagnosed incor-rectly. Fortunately multiple failures are rare. In ourexperience it is generally the case that most systemscannot be instrumented to isolate multiple simultane-ous failures.Since each vehicle has a receiver and a trans-mitter, it is assumed that each vehicle is desirous of di-agnosing its own receiver and transmitter fault. More-over there is a natural decomposition of observation,i.e., each vehicle diagnoser only observes the messagesreceived by its receiver. Transmission events are unob-servable. The clock ticks are observable. Formally thediagnostic problem is speci�ed by the plant FSM of �g-ure 3, and the following sets of failure and observableevents for each vehicle�ol = ftick; l : r : f1; l : r : f2g;�of1 = ftick; f1 : r : l; f1 : r : f2g;�of2 = ftick; f2 : r : f1; f1 : r : f2g;�fl = fltf; lrfg;�ff1 = ff1tf; f1rfg;�ff2 = ff2tf; f2rfg:The projection of Glan onto �ol indicatesthat over an entire sampling interval the lead vehicleobserves the same behavior for the failures ltf and lrf:Likewise it observes the same behavior for the failuresf1rf and f1tf: To reduce complexity we encode the ob-servation process over the entire sampling interval intosingle events. Since there are three distinct kinds ofobservation over a sampling interval for the lead vehi-cle, the encoding is represented by three events a; b; c.In the case of the �rst follower the failures ltf andf1rf are indistinguishable, as are the normal modeand the failures f1tf; lrf: Therefore for the �rst fol-lower the encoding of the observation process can berepresented by two events d; e. We study the diagnosticproblem by projecting the plant onto the reduced eventset fltf; lrf; f1tf; f1rf; a; b; c; d; eg: The reduced plantFSM (Gredlan) is shown in �gure 5. Figure 4 represents theplant property that in every sampling interval observa-tions will be made by both lead and follower vehicles.This sort of \fairness" in observation is important sinceif the plant has arbitrarily long behaviors that only yieldobservations to a single diagnoser, then the other diag-nosers are of little use in these situations. The localinformation of the single diagnoser must su�ce.The LAN is not independently diagnosable.The lead vehicle observes the event c for both ltf andlrf; making them indistinguishable given local informa-tion. Similarly, the �rst follower observes e for the nor-mal mode, f1tf; and lrf making these two failures in-distinguishable from each other and the normal modegiven local information. On the other hand the LANis centrally diagnosable since a diagnoser observing allthe messages received by the lead and follower vehi-cles, i.e., with the observable event set �ol[�of1; coulddistinguish all four failure modes and the normal mode.Figure 5 shows that the future possible observable event

sequences from the state setsf0; 9g; f1; 5g; f2; 6g; f3; 7g; f4; 8g;are all pairwise di�erent. For any of the four failures, thethird event following the failure will provide a signaturethat will uniquely identify the state entered by the plantafter the failure and therefore the failure event itself.In section 4 we prove the diagnosability of this systemformally. Finally, we are left with the question ofwhether the LAN is decentrally diagnosable, i.e.,whether there exists an inter-diagnoser messagingscheme that can provide each vehicle with some of theinformation that enables central diagnosability. Onestraightforward communication scheme is for each ve-hicle to communicate all its observations to the oth-ers. Intuitively, this scheme represents the possibility of\maximizing" the replication of global information. Weshow in section 4 that if this communication schemedoes not work then no communication scheme works.However, this communication scheme is not a practicalsolution to decentralized diagnosis problems for at leasttwo reasons. Firstly, the bandwidth required to supportdiagnosis would likely be very nearly the same as thatrequired for normal operation. The second reason arisesexplicitly from our modeling assumptions. Suppose thelead vehicle observes the sequence bn; and is designed tocommunicate every observation of b to the �rst followerby generating the message event mb: Since we make noassumptions on the delays in the inter-diagnoser com-munication network, there is clearly no bound on thenumber of b0s that may be generated by the plant beforethe �rst mb is delivered to the other diagnoser. Sinceeach b observation puts an mb in the message queue,the lead vehicle diagnoser in general needs to schedulean unbounded queue (speci�cally of size n for bn) ofmb messages to be delivered. Formally, we show in sec-tion 4 that for a regular plant language Lp; the correctL corresponding to the \communicate all observations"communication scheme is not generally regular.A more practical decentralized diagnosisscheme that works for this example is shown in �gures6 and 7. The two �gures show diagnoser designs forthe lead and follower vehicle respectively. Basically, ifthe lead observes c it sends a message to the �rst fol-lower. The follower then reports the �rst observationafter receipt of the message. The lead vehicle then gen-erates the appropriate fault message. If the lead vehicleobserves a then it reports the observation to the �rstfollower. The �rst follower then waits for the �rst plantobservation following the lead vehicles message and thengenerates the appropriate failure message. The protocolis similar if the lead observes c:4 Existence of a Correct DesignThe following theorem provides a necessary and su�-cient condition for the existence of a messaging scheme
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for a given decentralized diagnostic problem. The con-dition is a qualitative property of the DES plant. Itgeneralizes a theorem presented in [12] on centralizeddiagnosis. We apply it to the example in section 3 andto other examples that help us understand the distinc-tion between systems for which inter-diagnoser commu-nication can replicate some of the global informationadequately and systems for which it cannot. We alsostate a corollary of the theorem stating necessary andsu�cient conditions for the three kinds of diagnosabil-ity. The theorem states that a plant is decen-trally diagnosable i� for every failure event, and everyplant behavior that preceeds and succeeds the failureevent, where the succeeding behavior is su�ciently long,any other behavior that looks the same to all the sitesmust also have the same failure in it. Thus as long asevery failed and non-failed plant behavior can be distin-guished by at least one site the diagnosis problem can becorrectly solved. In particular, we show the su�ciencyof the plant property by proving that the \communicateall observations" messaging scheme results in a correctdiagnostic design.Theorem 1 There exists L; i�correct for all i 2 A; i�there exists n 2 Nl such that for all �f 2 �f and u�fv 2Lp with jvj > n; the following condition is satis�ed,(w 2 Lp) ^ (8i; P�poi(u�fv) = P�poi(w))) �f 2 w:The proof is omitted. Su�ciency is provedby constructing a canonical "communicate all obser-vations" solution to the decentralized diagnosis prob-lem. This is in a sense a maximal communication solu-tion. The construction is as follows. Pick a collectionof message sets f�migi2A such that the message setsare disjoint from each other, �p; and �mf : Furthermoreeach �mi should be such that there exists a bijection�i : �poi ! �mi: LetL = fw 2 �� : P�p(w) 2 Lp; 8iP�mi(w) � �i � P�poi(w);and (w = s�mf )) 9u�fv 2 Lp; jvj > n;s.t. 8j((P�poj (s) � P�poj (u�fv))^(P�mj (w) � �j � P�poj (u�fv))g:This language is not regular in general.The following corollary of theorem 1 relatesthe theorem to the de�nitions of decentralized, central-ized, and independent diagnosability.Corollary 1 1. Thetriple (Lp; f�poigi2A; f�figi2A) is decentrally di-agnosable i� there exists n 2 Nl such that for all�f 2 �f and u�fv 2 Lp with jvj > n; the followingcondition is satis�ed,(w 2 Lp)^(8i; P�poi(u�fv) = P�poi(w))) �f 2 w:2. The triple (Lp; f�poigi2A; f�figi2A) is centrallydiagnosable i� there exists n 2 Nl such that for

all �f 2 �f and u�fv 2 Lp with jvj > n; thefollowing condition is satis�ed,(w 2 Lp) ^ (P�po(u�fv) = P�po(w))) �f 2 w:3. The triple (Lp; f�poigi2A; f�figi2A) is indepen-dently diagnosable i� for all i 2 A there existsni 2 Nl such that for all �f 2 �fi and u�fv 2 Lpwith jvj > ni; the following condition is satis�ed,(w 2 Lp) ^ (P�poi(u�fv) = P�poi(w))) �f 2 w:The following is an example of a plant thatcan be diagnosed by a single diagnoser but cannot be di-agnosed by two diagnosers who jointly observe the sameevents as the single agent but observe less severally.Example: There are two diagnosers with observa-tion and failure events events �po1 = fa; cg;�f1 =ff1g;�po2 = fb; cg;�f2 = ff2g: The plant is shownin �gure 8. There is no correct messaging design asevident from u�fv = f1abcn; and w = f2bacn: Thenfor all n; P�oi(u�fv) = P�oi(w); i = 1; 2 and f1 =2 w:However, if there is a single diagnoser with observa-tion �po = fa; b; cg; a correct design exists becauseP�po(u�fv) 6= P�po(w) for any n 2 Nl :This is an example of plant in which theisolation of f1 and f2 from each other depends upon thecorrect ordering of the observable events generated bythe plant and with the decentralization of observationbeing as given no amount of messaging or memory canreconstruct the exact order in which a and b occurred.It seems that the only way to diagnose failures in thiskind of plant would be to use time-stamps from a globalclock. We can use theorem 1 to show that a correctdiagnostic design exists for the LAN network examplediscussed in section 3. The argument refers to the �nitestate machines shown in �gure 5. We pick the n = 2;where n is as in theorem 1. Consider �f = f1tf: Thenfor all uf1tf 2 Lp; v = ae or v = ea: Let w be suchthatP�ol(u�fv) = P�ol(w); P�f1(u�fv) = P�f1(w); �f =2 w:Since a 2 w; the assumptions imply f1rf 2 w: Sinced =2 w; this impliesw = (eb)nf1rf; or w = (eb)nef1rf:This implies a =2 w which is a contradiction. Thereforef1tf 2 w: The arguments are similar for the three otherfailure events. They are not presented.5 SummaryWe have formulated a diagnostic problem for dis-tributed systems within the context of a language-theoretic discrete event formalism. The diagnosis prob-lem is non-trivial because the plant is partially observed.
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In particular the failure events are assumed to be un-observable. We say that the distributed system is di-agnosable if there exists a failure message design thatis a function of the observations that is detecting andfalse-alarm-free in the Neymann-Pearson sense. Threenotions of diagnosability, namely centralized, decentral-ized, and independent, are investigated.In a plant with decentralized observation thesites collectively observe more than they do individually.We have presented a wireless LAN diagnosis problem inwhich local site information is inadequate to diagnosethe failures at the site, but the collective informationis adequate. However, the collective information canonly be realized by inter-diagnoser messaging. A suit-able message design is presented for the wireless LANexample. We show that in general there exist �nitestate systems for which the full collective informationcannot be realized by any inter-diagnoser communica-tion scheme. In other words, there exist centrally di-agnosable systems that are not decentrally diagnosable.This happens when diagnosis depends on the orderingof plant events and the order cannot be reconstructeddue to the decentralization of information. This prob-lem could not arise in a distributed system where thesite clocks are synchronized. However, in systems withunsynchronized local clocks these problems are to beexpected. We have presented a theorem that qualita-tively describes, in a necessary and su�cient manner,the class of partially observed discrete event plants forwhich there exists an inter-diagnoser messaging schemethat is adequate. This result generalizes the results pre-sented in [12]. We are able to use the theorem to provethe diagnosabiliity or non-diagnosability of some inter-esting examples that give us an understanding of thedistinctions between the solvable and unsolvable prob-lems. We investigated the properties of the \commu-nicate all observations scheme" that intutively seemsto maximize the information of each site. The proofof theorem 1 shows that in a decentrally diagnosableplant this scheme always works though it may requireunbounded memory to execute. For the LAN examplewe can see that better �nite memory solutions exist.The investigations described in this pa-per o�er many interesting avenues of further research.Within the context of this model one could investigatedecidability and the synthesis of e�cient communica-tion. We are also left with the feeling that an inter-leaved semantics is a rather poor way of representingconcurrency. Richer models expressing bounds on com-munication delays or concurent observation would allowmore tractable formulations of partial observation prob-lems in distributed systems.References[1] A. Aghasaryan, E. Fabre, A. Benveniste,R. Boubour, and C. Jard. A petri net approach
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