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Abstract

This paper discusses diagnosis problems in distributed
systems within the context of a language-theoretic dis-
crete event formalism. A distributed system is seen as a
system with multiple spatially separated sites with each
site having a diagnoser that observes some of the events
generated by the system and diagnoses the faults asso-
ciated with the site. We allow the diagnosers to share
information by sending messages to each other. The ex-
istence and synthesis of diagnosers is investigated. The
formulation and results are motivated by the diagnosis
of failures in a wireless LAN.

1 Introduction

We are interested in understanding the design of diag-
nostics for distributed systems. This theoretical work
1s motivated by our experience with the design of dis-
tributed diagnostics for coordinating vehicle systems
[5, 10] and wireless local area networks [3, 6]. These
systems are comprised of spatially separated sites (e.g.,
vehicles or radios) of semi-autonomous activity. Since
these systems operate under distributed control, it is
desirable that each site be able to diagnose (detect and
isolate) its own failures. In general, we find that a site
requires information from other sites to isolate some
of its failures. This sharing of information is realized
through protocols executed over a communication net-
work. We seek insight into the role of communication
in diagnostic design for distributed systems.

The relevant literature is as follows. Fault
detection in distributed discrete event systems has been
investigated in the context of Petri Net models with ap-
plications to telecommunication networks in [2] and [1].
Similar problems have been studied in the context of
template languages for fault monitoring in [9]. Within
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the context of automata and language-theoretic models,
centralized diagnostic design for discrete event systems
was investigated in [12, 13]. The results presented in
this paper are also in the context of a language-theoretic
discrete event formalism and generalize some of the re-
sults in [12].

The system for which diagnostics is to be
designed 1s called the plant. Diagnostic design for a
distributed plant entails the design of several communi-
cating diagnostic processes (hereafter diagnosers). Fach
diagnoser observes some of the events generated by the
plant. Failure events are assumed to be unobservable
to all the diagnosers. Each diagnoser tracks the plant
by observing some subsequence of the event sequence
executed by the plant, communicates with other diag-
nosers through the generation and reception of message
events, infers the normal or failed status of the system
usings 1ts observations and communications, isolates the
particular failures, if any, that have occurred, and gen-
erates failure messages reporting the isolated failures to
the controllers. Figure 1 shows this architecture. The
diagnosers (e.g., D1, Da, D3 in figure 1) are assumed
to communicate over a communication system distinct
from the plant. A distributed plant for which there ex-
ist diagnosers that are able to diagnose the failures at
the respective sites, is said to be a diagnosable system.
This paper formalizes the distinction between diagnos-
able and non-diagnosable systems.

We shall concern ourselves with three kinds
of diagnosability, i.e., a distributed system may be inde-
pendently diagnosable,decentrally diagnosable, and cen-
trally diagnosable. We think of a distributed system as
being independently diagnosable if for every site, the
failures of interest to the site can be diagnosed using
local information alone, i.e., without information from
other sites. A distributed system 1s decentrally diag-
nosable if there exists an inter-diagnoser communication
scheme providing remote information that together with
local observation will provide each site with enough in-
formation to diagnose the failures of interest. Finally,

www.manaraa.com



we think of a distributed system as being centrally diag-
nosable if all the failures at all sites can be diagnosed by
a central observer observing instantaneously any event
observed at any site. Our intution suggests that idepen-
dently diagnosable systems should be decentrally diag-
nosable and decentrally diagnosable systems should be
centrally diagnosable. However, the converse may not
be true. We seek to understand when centrally diag-
nosable systems fail to be decentrally diagnosable, i.e.,
why no inter-diagnoser messaging scheme exists even
when the global observation structure is rich enough to
support diagnosis.

The plant is formalized as a discrete event
system that in general concurrently, spontaneously and
asynchronously executes multiple processes. However,
the representation of concurrency is restricted to an
interleaved semantics. The behavior of a single pro-
cess 1s an event sequence. The behavior of a collec-
tion of processes 1s also an event sequence. Accord-
ingly, the set of possible behaviors of the plant is a
language L, C X7, where X, is a finite alphabet. We
assume the diagnosers have no control capabilities with
respect to the plant. For example, in the language of
supervisory control ([11]), all plant events appear un-
controllable to the diagnosers. The diagnosers may not
force, disable or delay the execution of plant events.
Diagnosers communicate by synchronizing on message
events. We think of these messages as being sent over a
faultless communication system distinct from the plant.
Therefore the generation of message and plant events is
completely asynchronous. No assumptions are made to
bound delays in the inter-diagnoser communication sys-
tem. Therefore in the interleaved semantics, arbitrarily
many plant events may preceed or succeed a diagnoser
message event.

The structure of the paper is as follows. Sec-
tion 2 formulates the problem mathematically. Section
3 presents a motivating example. Section 4 presents
results characterising diagnosable and non-diagnosable
systems. Section b summarizes the results of the paper.

2 Problem Formulation

In this section we define the entities in figure 1, and the
three kinds of diagnosability.

As stated in the introduction, the plant is
modeled as a language L, that lies in the kleene closure
¥,", of afinite alphabet 3,. A = {1, ..., |A|} is an index
set of sites, |A| is the cardinality of the set A and the
number of sites, ¥,,; C X, is the set of plant events
observed at site ¢, and X;; C X,, is the set of plant
failure events that should be diagnosed by site 7. Let
UzzllAlEpoi = ¥y, and UzzllAlEﬁ = X; be respectively
thegsetpofsallzobservablegandgfailure events in the plant
It is assumed that

Ef UEpo I@,

i.e., all failures are unobservable to all sites. We assume
that L, is prefix-closed and live. X,,, = X, — X,,,
denotes the set of unobservable plant events.

The task of each diagnoser is to process ob-
servations and generate failure messages that 1solate the
failures that have occurred for the benefit of fault man-
agement control. Let X,,;; denote the set of failure
messages generated by site ¢ and X,,; = UzzllAlEmﬁ be
the set of all failure messages. Without loss of generality
we pick X, to be any set of symbols, disjoint from all
the other alphabets, that can be put in one-to-one cor-
repondence with X;. Let ¢ : ¥; — X,,,; be a bijection.
Then H[Efz] = Emfi~

We let X,,,; denote the set of inter-diagnoser
communication messages generated by site i. It is as-
sumed that the X,,; are pairwise disjoing and %, =
LﬂzzllAlEmi, is disjoint from X, amd ,,;. The alphabet
¥ =3, X, WX, is the set of all events generated
by the plant and the diagnosers.

The triple (Lp, {Zp0i ticd, {X i bica) speci-
fies the plant, the decentralized observation structure,
and the failures to be diagnosed by each diagnoser.
Since the concurrent operation of the plant and diag-
nosers 1s represented in an interleaved semantics, their
combined behavior is an event trace in X*. Let L C X*
denote the set of all possible interleaved behaviors of the
plant and diagnosers. Thus L specifies a design, 1.e., the
generation of inter-diagnoser communication messages,
and the generation of failure messages by the diagnosers.
We will refer to L as the designed language. Our ob-
jective is to design L and the associated {X,,;}ica so
that the diagnosers will generate failure messages when
failures have occurred and not generate such messages
when failures have not occurred.

2.1 Admissible Designs

We require that diagnosers not force, disable, or delay
the generation of plant events. We will also require
that designs be causal, 1.e., the messages generated by
a diagnoser should be a function of its observations and
communications. Designs having these properties are
sald to be admissible and formalized as follows. Let Py
denotes the projection of a trace in X* onto A*, for an
alphabet A C X.

Definition 1 L is an admissible design iff

1. L s prefir-closed.

2. L is plant consistent, ie., L, C L,Pg (L) =
Ly, (Yw € L, Py (w)o € L, = wo € L).

3. L is causal, i.e., Vi € A0 € Xy, i Ui, u,v € L,
(uoc € LY A (Ps,,(u) = Ps,,(v)) > vo € L.
The plant consistency assumption says that

the diagnosers cannot force, disable, or delay the be-
havior of the plant. The causality condition says that
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the messaging scheme designed for a diagnoser must be
a function of the observations of the diagnoser. The
following is an example of a noncausal design.

Example: There is only one agent. The first FSM
in figure 2 is the plant model. There are two un-
observable events, X,,, = {fi,f2}. Both are failure
events. All other events are observable. We pick
Tms = {mfl,mf2}. The second FSM models a de-
sign (). L is correct but noncausal since for two differ-
ent plant behaviors, generating the same observation, it
generates two different message sequences.

2.2 Correct Designs

It is desirable to design diagnosers that generate failure
messages when there are failures in the plant and do not
generate failure messages when there are no failures in
the plant. These ideas are formalized as follows. It is
assumed in the following that L is admissible.

Definition 2 L s i-detecting off for all o € Xy,
there exists n; such that for all u,v € X" uopv €
L, |Ps,(v)] > ng, omspi € uogiv or there exists t €
(Em UXny)* such that uog;vtomy; € L.

The definition says that for all failures and for all ways
in which that failures might occur, the design is such
that it will generate a failure message within finitely
many plant events following the failure, though it may
wait to receive finitely many messages caused by the
plant behavior before generating the failure message.

Definition 3 L is i-false alarm free «ff for all oy €
L, O € U.

The definition says that the design is such that every
generation of a fault message by a diagnoser is pre-
ceeded by the occurrence of the corresponding fault in
the plant.

Definition 4 L is ai-correct iff L is i-detecting and i-
false alarm free.

It is desirable that all diagnosers be correct.
In our experience, a diagnostic design is generally cor-
rect under assumptions restricting the failures that can
occur in the plant. Nevertheless it is important to un-
derstand the existence and computation of such solu-
tions.

Note the similarities to the Neymann-
Pearson problem [8]. This problem is deterministic.
Therefore unlike the Neymann-Pearson problem lan-
guagesywithstypesonesorstypestworerrors cannot be com-
pared in terms of false alarm and misdetection probabil-
ities. Nevertheless in practise detecting languages with
false alarms are a useful concept.

Like the Neyman-Pearson problem the fol-
lowing are true. A detecting language exists for every
Ly, i.e., choose,

L={u:u€el, otu=voy...06,v€ Ly},

Ymfi = {01,...0}. Similarly, a false alarm free L al-
ways exists, i.e.,choose L = L.

2.3 Diagnosability

We next formalize independent diagnosability, decen-
tralized diagnosability and centralized diagnosability.
We begin with the definition of decentralized diagnos-
ability since it is the most complex.

Definition 5 The triple (Lp, {Zpoitica, {Zritica) is
decentrally diagnosable iff there exists {Xp;}ica and
L CX* such that L is i—correct for all i € A.

Thus a plant is decentrally diagnosable iff
there exists some message set and associated design in
which each site can correctly generate the failure mes-
sages of interest after waiting for finitely many plant
events and finitely many inter-diagnoser message events
caused by the finitely many plant events.

Definition 6 The triple (Lp, {Zpoitica, {Zritica) is
independently diagnosable iff for X,,; = 0 for all i € A
there exists L C X* such that L 1is i—correct for all
i€ A

Thus a plant is indenpendently diagnosable
if 1t is decentrally diagnosable with an empty inter-
diagnoser communication message set, i.e., without
inter-diagnoser communication.

Definition 7 The triple (Lp, {Zpoitica, {Zritica) is
centrally diagnosable iff the corresponding single site
triple (Lp, Xpo, Xt) is decentrally diagnosable, i.e., there
exists L with ¥, = 0 such that L is 1—correct.

Thus a plant is centrally diagnosable iff a
central diagnoser that observes every event observed by
every site instantaneously, i.e., 1t observes the exact or-
dering of the observations of different sites, can diagnose
all the failures of interest to all the sites.

It is immediate from definitions 6 and 5 that
independent diagnosability implies decentralized diag-
nosability. The fact that decentralized diagnosability
implies centralized diagnosability is also almost imme-
diate from the definitions. It may be argued as follows.
Let (Lp, {Zp0itica, {Zritica) be decentrally diagnos-
able and L, {3,,; };ca be the corresponding design. Let
Y = ¥, UX,s. Then Ps/(L) is 1 — correct for the
triple (Lp, 2,0, X¢). In other words the centralized di-
agnostic design is obtained by simply deleting all the
inter-diagnoser messaging events. The messaging is re-
dundant because all the plant events causing the mes-
sages were centrally observed anyway.
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3 Motivating Example

This section discusses an automated vehicle platoon
wireless LAN diagnostic problem [3] that motivates our
formulation of the diagnosis problem for distributed sys-
tems.

The concept of automated vehicle platoons
on intelligent highways has been a subject of aclantive
research for several years. The following linear control
law [14] has been extensively used for platoon follower
control,

i = (1—ko)@i+kad;_1+ky(Bim1—2)+kp(2io1—2i—L)

+cy (l‘l — l‘l) + Cp(l‘l —xr; — iL),

where k4, ky, kp, ¢y, cp are control gains, x; is the po-
sition of the lead vehicle in an inertial reference frame,
and x; is the position of the i—th platoon follower in the
same reference frame. Observe that the commanded ac-
celeration of a platoon follower vehicle is a function of
variables that cannot be sensed, such as the accelera-
tion and velocity of the lead vehicle. Therefore platoon
operation is supported by a wireless LAN [4][7] that
transmits information from one vehicle to the other at
the sampling rate (typically 20ms) of the longitudinal
control system. We are interested in the problem of
designing diagnostics for the wireless LAN.

The physical structure of the platoon LAN
corresponds closely with the distributed system diag-
nostic architecture in figure 1. Each vehicle in the pla-
toon constitutes a site. It has radios that can transmit
and receive. Each vehicle needs to have a diagnoser
that can diagnose faults in its radios. The site diag-
noser observes only the messages received by its radio.
We shall see that the LAN radio network is centrally
diagnosable but not independently diagnosable. A cen-
tral diagnoser is difficult to realize and undesirable in
a distributed system that is required to be highly fault
tolerant. Therefore a decentralized diagnoser design is
required and the vehicle diagnosers must exchange infor-
mation for the purpose of diagnosis. We are motivated
to understand if for a system with a global observation
structure rich enough to support centralized diagnosis
there always exists an inter-diagnoser messaging scheme
that can replicate some of the information utilized to
obtain central diagnosability, 1.e., are centrally diagnos-
able systems decentrally diagnosable 7 We explain the
intution behind our approach to this question in the
context of the LAN example. Section 4 provides a more
formal answer to this question.

We use a simplified model of the LAN oper-
ation that captures the features essential for diagnostic
design. For the full model and design see [3]. Using this
model, we show that the LAN diagnosis problem can be
solved if the diagnosers can exchange information over
amnetworksdistinetefromstheslzAN 1tself. Fortunately
the vehicles are also connected tola WAN that can be
used for occaisional messaging. It should be noted that

there 1s no dedicated WAN bandwidth for a vehicle and

therefore there are no deterministic bounds on the WAN
communication delays.

sync trans. of synchronization pulse by lead
fl:r:s | recep. of synchronization by first follower
f2:r:s | recep. of synchronization by second follower
t expiration of the time slot

I:m trans. of the lead vehicle control message
flL:r:l | recep. of lead vehicle message by first

f2:r:l | recep. of lead vehicle message by second
fi:m trans. of control message by first follower
Lr:fl | recep. of first follower message by lead
f2:7:f1 | recep. of first follower message by second
f2:m trans. of control message by second follower
Lr:f2 | recep. of second follower message by lead
flL:r:f2 | recep. of second follower message by first

Table 1: LAN Model Events

The operation of the LAN network for a
three vehicle platoon is shown by the finite state ma-
chine (FSM) in figure 3. The meanings of the event
labels are explained by table 1. The vehicles share the
LAN through a TDMA scheme [4, 7]. The longitudinal
control sampling interval is divided into slots of fixed
duration with one slot being allocated to each vehicle
in the platoon. At the beginning of the sampling inter-
val the lead vehicle transmits a synchronizing pulse to
which all the platoon vehicles set their clocks. The first
slot 1s then used by the lead vehicle to transmit con-
trol information, the second is used by the first follower
vehicle of the platoon, and so on until the last vehi-
cle transmits, after which the lead vehicle synchronizes
clocks again. Therefore under normal conditions the
LAN has a time-driven operation with vehicles consec-
utively transmitting on the shared LAN channel. Since
all transmissions occur on a shared channel we assume
that in the abcense of faults every transmission by a
vehicle is received by every other vehicle.

We will illustrate the diagnosis of faults in
the lead and first follower vehicles. The diagnosis prob-
lem for subsequent followers is similar to that of the
first follower. It is assumed that each radio can have a
transmitter or receiver fault. The former implies that
it 1s unable to transmit and the latter that it is unable
to receive. Therefore we are concerned with diagnosis
of the four fault events in table 2.

ltf | lead vehicle transmitter fault
Irf | lead vehicle receiver fault
fitf | first follower transmitter fault
firf | first follower receiver fault

Table 2: LAN Failure Events

A vehicle that does not receive the synchro-
nising pulse does not transmit since it may collide with
the others if it does so. The lead vehicle transmits even
if 1t does not receive anything because it controls the
synchronisation. Once again for simplicity, it is assumed
here that the faults occur only at the beginning of the
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sampling interval and only single failures are considered.
If multiple failures, occur they will be diagnosed incor-
rectly. Fortunately multiple failures are rare. In our
experience 1t is generally the case that most systems
cannot be instrumented to isolate multiple simultane-
ous failures.

Since each vehicle has a receiver and a trans-
mitter, it 1s assumed that each vehicle 1s desirous of di-
agnosing its own receiver and transmitter fault. More-
over there is a natural decomposition of observation,
i.e., each vehicle diagnoser only observes the messages
received by its receiver. Transmission events are unob-
servable. The clock ticks are observable. Formally the
diagnostic problem is specified by the plant FSM of fig-
ure 3, and the following sets of failure and observable
events for each vehicle

Yo = {tick,l:r: f1,1:r: f2}

Yopr = {tick, fl:r: L fl:r: f2}
Yopo = {tick, f2:r: f1 f1:r: f2},
Y= fy, e = AS1F, f1r [}
Yppa = A2, f2rfh

The projection of G4 onto X, indicates
that over an entire sampling interval the lead vehicle
observes the same behavior for the failures [t f and Irf.
Likewise it observes the same behavior for the failures
flrf and flif. To reduce complexity we encode the ob-
servation process over the entire sampling interval into
single events. Since there are three distinct kinds of
observation over a sampling interval for the lead vehi-
cle, the encoding 1s represented by three events a, b, c.
In the case of the first follower the failures [tf and
flrf are indistinguishable, as are the normal mode
and the failures f1tf,Irf. Therefore for the first fol-
lower the encoding of the observation process can be
represented by two events d,e. We study the diagnostic
problem by projecting the plant onto the reduced event
set {lf,lrf, f1tf, flrf a, b c,d e}. The reduced plant
FSM (G7¢%) is shown in figure 5. Figure 4 represents the
plant property that in every sampling interval observa-
tions will be made by both lead and follower vehicles.
This sort of “fairness” in observation is important since
if the plant has arbitrarily long behaviors that only yield
observations to a single diagnoser, then the other diag-
nosers are of little use in these situations. The local
information of the single diagnoser must suffice.

The LAN is not independently diagnosable.
The lead vehicle observes the event ¢ for both Itf and
Irf, making them indistinguishable given local informa-
tion. Similarly, the first follower observes e for the nor-
mal mode, fl1tf, and [rf making these two failures in-
distinguishable from each other and the normal mode
given local information. On the other hand the LAN
is centrally diagnosable since a diagnoser observing all
thesmessagessreceivedubystheslead and follower vehi-
cles, i.e., with the observable event set >, U, 1, could
distinguish all four failure modes and the normal mode.
Figure 5 shows that the future possible observable event

sequences from the state sets

{0,93,{1,5},{2,6},{3, 7}, {4, 8},

are all pairwise different. For any of the four failures, the
third event following the failure will provide a signature
that will uniquely identify the state entered by the plant
after the failure and therefore the failure event itself.
In section 4 we prove the diagnosability of this system
formally.

Finally, we are left with the question of
whether the LAN is decentrally diagnosable, 1i.e.,
whether there exists an inter-diagnoser messaging
scheme that can provide each vehicle with some of the
information that enables central diagnosability. One
straightforward communication scheme is for each ve-
hicle to communicate all its observations to the oth-
ers. Intuitively, this scheme represents the possibility of
“maximizing” the replication of global information. We
show in section 4 that if this communication scheme
does not work then no communication scheme works.
However, this communication scheme is not a practical
solution to decentralized diagnosis problems for at least
two reasons. Firstly, the bandwidth required to support
diagnosis would likely be very nearly the same as that
required for normal operation. The second reason arises
explicitly from our modeling assumptions. Suppose the
lead vehicle observes the sequence 4", and is designed to
communicate every observation of b to the first follower
by generating the message event m;. Since we make no
assumptions on the delays in the inter-diagnoser com-
munication network, there is clearly no bound on the
number of ¥’ s that may be generated by the plant before
the first my is delivered to the other diagnoser. Since
each b observation puts an m; in the message queue,
the lead vehicle diagnoser in general needs to schedule
an unbounded queue (specifically of size n for ") of
my, messages to be delivered. Formally, we show in sec-
tion 4 that for a regular plant language L,, the correct
L corresponding to the “communicate all observations”
communication scheme is not generally regular.

A more practical decentralized diagnosis
scheme that works for this example is shown in figures
6 and 7. The two figures show diagnoser designs for
the lead and follower vehicle respectively. Basically, if
the lead observes ¢ it sends a message to the first fol-
lower. The follower then reports the first observation
after receipt of the message. The lead vehicle then gen-
erates the appropriate fault message. If the lead vehicle
observes a then it reports the observation to the first
follower. The first follower then waits for the first plant
observation following the lead vehicles message and then
generates the appropriate failure message. The protocol
is similar if the lead observes c.

4 Existence of a Correct Design

The following theorem provides a necessary and suffi-
cient condition for the existence of a messaging scheme
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for a given decentralized diagnostic problem. The con-
dition 1s a qualitative property of the DES plant. It
generalizes a theorem presented in [12] on centralized
diagnosis. We apply it to the example in section 3 and
to other examples that help us understand the distinc-
tion between systems for which inter-diagnoser commu-
nication can replicate some of the global information
adequately and systems for which it cannot. We also
state a corollary of the theorem stating necessary and
sufficient conditions for the three kinds of diagnosabil-
ity.

The theorem states that a plant is decen-
trally diagnosable iff for every failure event, and every
plant behavior that preceeds and succeeds the failure
event, where the succeeding behavior is sufficiently long,
any other behavior that looks the same to all the sites
must also have the same failure in it. Thus as long as
every failed and non-failed plant behavior can be distin-
guished by at least one site the diagnosis problem can be
correctly solved. In particular, we show the sufficiency
of the plant property by proving that the “communicate
all observations” messaging scheme results in a correct
diagnostic design.

Theorem 1 There exists L, i—correct for alli € A, iff
there exists n € IN such that for alloy € ¢ and uoiv €
L, with |v] > n, the following condition is satisfied,

(w € Lp) AN(Vi, Py, (uosv) = Pg, (W) = 07 € w.

The proof is omitted. Sufficiency is proved
by constructing a canonical ”communicate all obser-
vations” solution to the decentralized diagnosis prob-
lem. This is in a sense a maximal communication solu-
tion. The construction is as follows. Pick a collection
of message sets {X,,;}ica such that the message sets
are disjoint from each other, ¥,, and X,, ;. Furthermore
each X,,; should be such that there exists a bijection
n; . Epm' — Emi~ Let

L={we¥: Py (w) €L,V ViPg, (w) <noPg, (w),
and (w = s0m,f) = Juosv € Ly, [v| > n,

s.t. Vi((Ps,.,(s) > Ps,,, (ucsv))

APy, (w) 2 nj 0 Py, (uosv))}.

This language is not regular in general.

The following corollary of theorem 1 relates
the theorem to the definitions of decentralized, central-
ized, and independent diagnosability.

Corollary 1 1. The
triple (Lp, {Zpoi tica, {Zritica) is decentrally di-
agnosable iff there exists n € IN such that for all
or € X¢ and uosv € Ly, with |v| > n, the following
condition is satisfied,

()N (VisPsmuogu)= Px,,. (w)) = 05 € w.

The triple (Lp,{30i fie A, 12 fi ticd) s centrally
diagnosable iff there emists n € IN such that for

all oy € X¢ and uosv € Ly, with |v| > n, the
following condition s satisfied,

(w € Lp) AN(Pg,,(uosv) = Ps, (w)) = 07 €w.

The triple (Lp,{Xpoi tica,{Xsitica) is indepen-
dently diagnosable iff for all i € A there exists
n; €IN such that for all 0y € X¢; and uosv € L,
with [v] > n;, the following condition is satisfied,

(w € Lp) A(Pg,,,(uofv) = Pg,, (w)) = o5 € w.

The following is an example of a plant that
can be diagnosed by a single diagnoser but cannot be di-
agnosed by two diagnosers who jointly observe the same

events as the single agent but observe less severally.

Example: There are two diagnosers with observa-
tion and failure events events Y, = {a,c},Xp =
{f1}, 2,00 = {b,c}, 242 = {f2}. The plant is shown
in figure 8. There is no correct messaging design as
evident from uo;v = flabc”, and w = f2bac”. Then
for all n, Ps,,(vopv) = Py, (w), 1 = 1,2 and f1 ¢ w.
However, if there is a single diagnoser with observa-
tion X,, = {a,b,c}, a correct design exists because
Ps,,(uosv) # Ps,, (w) for any n €IN.

This i1s an example of plant in which the
isolation of f1 and f2 from each other depends upon the
correct ordering of the observable events generated by
the plant and with the decentralization of observation
being as given no amount of messaging or memory can
reconstruct the exact order in which a and b occurred.
It seems that the only way to diagnose failures in this
kind of plant would be to use time-stamps from a global
clock.

We can use theorem 1 to show that a correct
diagnostic design exists for the LAN network example
discussed in section 3. The argument refers to the finite
state machines shown in figure 5. We pick the n = 2,
where n is as in theorem 1. Consider oy = f1¢f. Then
for all ufltf € Ly, v = ae or v = ea. Let w be such
that

PEoz(uo-fv) = PEoz(w)a PEﬂ(uafv) = PEfl(w)’ o Qé w.

Since a € w, the assumptions imply flrf € w. Since
d & w, this implies

w=(eb)" flrf, or w= (eb)"eflrf.

This implies a ¢ w which is a contradiction. Therefore
fltf € w. The arguments are similar for the three other
failure events. They are not presented.

5 Summary

We have formulated a diagnostic problem for dis-
tributed systems within the context of a language-
theoretic discrete event formalism. The diagnosis prob-
lem is non-trivial because the plant is partially observed.
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In particular the failure events are assumed to be un-
observable. We say that the distributed system is di-
agnosable if there exists a failure message design that
is a function of the observations that is detecting and
false-alarm-free in the Neymann-Pearson sense. Three
notions of diagnosability, namely centralized, decentral-
ized, and independent, are investigated.

In a plant with decentralized observation the
sites collectively observe more than they do individually.
We have presented a wireless LAN diagnosis problem in
which local site information i1s inadequate to diagnose
the failures at the site, but the collective information
1s adequate.
only be realized by inter-diagnoser messaging. A suit-
able message design is presented for the wireless LAN
example. We show that in general there exist finite
state systems for which the full collective information
cannot be realized by any inter-diagnoser communica-
tion scheme. In other words, there exist centrally di-
agnosable systems that are not decentrally diagnosable.
This happens when diagnosis depends on the ordering
of plant events and the order cannot be reconstructed
due to the decentralization of information. This prob-
lem could not arise in a distributed system where the
site clocks are synchronized. However, in systems with
unsynchronized local clocks these problems are to be
expected.

However, the collective information can

We have presented a theorem that qualita-
tively describes, in a necessary and sufficient manner,
the class of partially observed discrete event plants for
which there exists an inter-diagnoser messaging scheme
that is adequate. This result generalizes the results pre-
sented in [12]. We are able to use the theorem to prove
the diagnosabiliity or non-diagnosability of some inter-
esting examples that give us an understanding of the
distinctions between the solvable and unsolvable prob-
lems. We investigated the properties of the “commu-
nicate all observations scheme” that intutively seems
to maximize the information of each site. The proof
of theorem 1 shows that in a decentrally diagnosable
plant this scheme always works though it may require
unbounded memory to execute. For the LAN example
we can see that better finite memory solutions exist.

The investigations described in this pa-
per offer many interesting avenues of further research.
Within the context of this model one could investigate
decidability and the synthesis of efficient communica-
tion. We are also left with the feeling that an inter-
leaved semantics is a rather poor way of representing
concurrency. Richer models expressing bounds on com-
munication delays or concurent observation would allow
more tractable formulations of partial observation prob-
lems in distributed systems.
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